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ver the last few years, and in particular in the light 
of  the financial crisis of  2007-2008, stress testing 
has become a key tool in the risk management 
“arsenal” of  financial institutions and a crucial 
input into the decision making process of  a bank’s 

board and top management. It is also a core component of  the 
dialogue between banks and regulators as part of  the Supervi-
sory Review Process (Pillar 2 of  Basel II).

In order to be a truly effective risk management tool, stress 
and scenario analysis must make clear how a given scenario 
impacts different portfolios, highlighting the assumptions on 
which the analysis is based. Equipped with this information, 
a firm will then be in a position to manage its portfolios pro-
actively, ensuring that the impact of  a given stress is within the 
firm’s tolerance to risk. Ultimately, robust stress testing is about 
preparing for anything that might happen.

In this article, we specifically focus on stress testing for banks’ 
corporate portfolios and describe an approach that allows a 
firm to assess in a transparent fashion how a given scenario 
affects banks’ capital requirements for corporate portfolios, via 
estimating stressed PDs and LGDs. 

Our framework has three main advantages:
• First, it links high-level scenarios to a more granular de-

scription of  the economy, by estimating values for virtually any 
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appropriate, and may lead to biased and spurious results that 
undermine the practical use of  the stress analysis. 

This article will describe a factor-model approach that al-
lows us to obtain any variables considered to be determinants 
of  the corporate PDs for each sector, based on broadly de-
fined scenarios. On the basis of  this model, it is then possible 
to estimate the impact of  the scenario on portfolios’ PDs and 
LGDs and, through these, on the bank’s capital requirements. 

This feature underpins a transparent end-to-end approach 
for stress testing of  corporate portfolios that links the settings 
of  high-level scenarios all the way to the estimation of  capi-
tal requirements under stress. It also provides a proactive risk 
management tool as it helps to identify which portfolios are 
most affected by a given stress and what mitigating actions 
would be required, if  any, to ensure a firm’s financial strength 
under stress. The end-to-end process is summarized in the 
diagram below.

Diagram: From Scenarios to Mitigating  
Actions — A Robust End-to-End Approach

 

Our approach not only provides the tools to evaluate the 
impact of  a scenario on sector-specific PDs, but is also less 
likely to suffer from under-specification, a problem shared by 
other macroeconomic models. In addition, unlike a purely 
judgmental approach to stress testing, it makes every step in 
the analysis transparent.

We should point out, though, that the model does not take 
into consideration firm-specific or idiosyncratic shocks, and is 
used only to evaluate the impact of  macroeconomic stresses 
on PDs, LGDs and capital requirements. Furthermore, our 

discussion focuses specifically on assessing the impact of  stress 
and scenario analysis for banks’ corporate portfolios. The ex-
tension of  this approach to other types of  portfolios — for 
example, sovereign — is an avenue for further work. 

The article is divided in sections, loosely following the dia-
gram above. Section I explores the link between base case, 
stress scenarios and losses. Section II discusses our analyti-
cal approach (the macroeconomic model, the construction 
of  factors and their use to replicate scenarios), while Section 
III concentrates on modelling risk drivers to obtain scenario-
driven PDs and LGDs. Section IV explains the usefulness of  
the approach as a basis not only for forecasting capital and 
expected loss (EL), but also for productive discussions involv-
ing different stakeholders and risk mitigating actions. Conclu-
sions are found in Section V.

Section I: Why do Scenarios Matter? Base Case vs. 
Stress
Banks’ profitability, liquidity and solvency depend on many 
factors, including, crucially, the economic environment they 
face. In the assessment of  extreme scenarios, there are two 
pressing questions for risk management: (1) What are the 
consequences of  the extreme scenario on a particular bank? 
(2) Under that scenario, what can be done to improve the 
bank’s resilience to the shock?

To address the first question, the future impact of  the 
economy under normal conditions (base case) is compared 
with that of  the extreme scenario (stress). By affecting the 
risk drivers, the stress shifts the loss distribution (see Figure 1, 
pg. 21) and raises expected and unexpected losses and capi-
tal requirements. To understand the extent of  the impact on 
those variables, it is important to consider the link between 
risk drivers and economic dynamics. 

Stress Testing: A Robust 
End-to-End Approach

There is one approach for stress testing corporate  
portfolios that can not only yield credible, transparent  

results but also lead to improved accuracy of probability  
of default and loss-given default forecasts.  
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O variable that can be considered to be a risk driver for a sector. 
As such, it improves the accuracy of  probability of  default (PD) 
and loss-given default (LGD) forecasts. 

• Second, by considering a large set of  macroeconomic vari-
ables in a sound econometric model, it contributes to produce 
credible and transparent results. 

• Third, it facilitates the identification of  portfolios, or parts 
of  portfolios, that are particularly vulnerable to stressed condi-
tions. As such, it provides a sound basis for proactive risk and 
portfolio management.

The main aim of  stress testing is to evaluate the impact of  se-
vere shocks on a bank and assess its ability to withstand shocks 
and maintain a robust capital or liquidity position. If  properly 
conducted, it sheds light on vulnerabilities otherwise not identi-
fied, informs senior management in the decision-making pro-
cess, and underpins risk-mitigating actions to ensure the long 
term viability of  the firm.

When a scenario is set — for example, either by a bank’s 
management or by the regulator — it is typically only articu-
lated on the basis of  a few variables, such as GDP and inflation. 
However, the determinants of  the solvency of  firms, which are 
likely to be sector specific, may not be included among the sce-
nario variables. Trying to impose a relationship only between 
the given scenario variables and the PD and LGD may not be 
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Figure 1: Scenarios and Losses

For corporate credit risk, the approach described allows for 
forecasting virtually any variable considered to be a risk driver 
given any scenario, and thus provides the basis for a robust an-
swer to the first question about assessing extreme scenarios. The 
results are also useful in discussions on risk mitigating actions.

Section II: The Analytical Framework 
The first building block of  our approach is a UK macroeco-
nomic model that uses 500+ UK and US quarterly macro and 
financial time series from 1980-Q1. The large number of  vari-
ables considered over a fairly long sample period, which covers a 
few economic cycles, limits the risk of  missing important drivers. 

This model provides the background for stress and scenario 
analysis. To use an analogy, suppose that we want to evaluate 
the impact of  a stone being dropped unexpectedly in the middle 
of  a lake. The task is to predict the number of  boats sinking and 
the number of  fatalities. In this example, the probability of  a 
boat sinking can be viewed as a “PD” and the mortality rate as 
a “LGD.” 

 The “PDs” and “LGDs” are affected by several factors – in-
cluding, for example, the size of  the stone; the size of  the boat; 
the distance between the boat and the stone; the experience of  
the captain and crew; the availability of  lifeboats; the strength of  
the wind; and the proximity to the shore. Assume now that we 
only use the first two variables, which, in this analogy, represent 
the set of  scenario variables provided. On the basis of  those two 
variables only, we may draw substantially wrong conclusions 
about the actual values of  the “PDs” and “LGDs.”

On the other hand, the inclusion of  too many variables can 
make a model unmanageable. Our preferred solution is to build 

a relatively small model, while still retaining most of  the infor-
mation contained in the dataset by constructing principal com-
ponents. 

The basic idea behind this method is that many economic 
variables co-move, as if  a small set of  common underlying and 
unobservable elements — the principal components (also called 
factors) — is driving their dynamics. Under this assumption, a 
small number of  factors explain most of  the variation in a large 
data set, and thus those few factors can be used to predict the 
variables in the dataset quite well.1 

We believe that building a vector autoregressive (VAR) model 
based on the factors is a far better solution than the standard 
approach of  specifying a small VAR model using a subset of  the 
macro variables. A major drawback of  a small VAR model is the 
high chance of  under-specification, which may lead to unreal-
istic estimates and therefore significantly limits its practical use. 
For example, early VAR applications exhibited a price puzzle 
where a positive monetary shock was followed by a counterin-
tuitive increase of  the price level.2,3 Furthermore, it would be 
difficult to construct a meaningful VAR model that also would 
include the relevant determinants for the corporate sectors’ PDs.

Constructing the Factors
After collecting the economic and financial data, we use them to 
derive factors, which are a parsimonious and manageable “de-
scription” of  the state of  the economy. All data are collected into 
a single matrix, Xt, where each variable has been transformed 
to be stationary and standardized to have a zero mean and unit 
variance. The matrix Xt corresponds to the “macro variables” 
box of  historical data in Figure 2 below.

Figure 2: From Macro Variables to Factors, and 
Vice Versa

 

The principal components or factors can then be construct-
ed using the so-called singular value decomposition, which ex-
presses the matrix Xt as a product of  three separate matrices:

where N is the number of  observations and K is the number 
of  variables in the standardized data set X.4 Using this decom-
position of  the matrix X, the factors are constructed as

Note that in this step, we obtain as many factors as variables 
included in the data set. Equation (2) corresponds to arrow (1) 
in Figure 2 (see pg. 21), linking the macro data to the factors. 
The data set can be retrieved by post-multiplying Ft with At, 
arrow (2) in Figure 2, and thus mapping the factors back to the 
macro data, as follows:

Since the general idea with using principal component fac-
tors is to reduce the number of  variables that needs to be in-
cluded in the analysis, we only use the first r < K factors. This 
limited number of  factors summarizes the information con-
tained in the underlying macroeconomic variables efficiently.5

When neglecting the remaining columns of  Ft, a small er-
ror is normally made when transforming the factors back to 
the macro data set. The re-constructed matrix Xt can thus be 
expressed as a linear combination of  the factors plus an error, 
as follows:

where Ft and At contain the first five columns of  Ft and At, 
respectively, and t contains the estimated error made by not 
using all factors. This relationship is used to retrieve forecasts 
for the data matrix Xt from the factor forecasts over a given 
horizon.

The factors can be compared to indices — i.e., they can be 
viewed as weighted averages constructed using a number of  
different variables. For our UK macroeconomic model, four 
out of  the five estimated factors have direct interpretations that 
allow us to gain valuable insights into the final results. The first 
factor is highly correlated with GDP growth and related vari-
ables, and can be thought of  as a proxy for economic activity. 
Similarly, the second factor is related to asset prices, the third 

to real interest rates and the fourth to productivity and employ-
ment costs.

 Replicating Economic Scenarios
The framework previously described can be used to obtain 
estimates of  the risk drivers, even if  they are not included in 
the set of  scenario variables provided, both under a base case 
and under a stress scenario. Good replication of  a scenario is 
important for the overall performance of  the stress testing pro-
cedure. Its purpose is to analyze how all other macro and finan-
cial variables — the potential risk drivers — are affected by the 
given stress scenario and, at a later stage, to analyze how this in 
turn affects the estimates of  the PDs and LGDs. 

As mentioned in the introduction, an important advantage 
of  our framework is that it can be employed to forecast a wide 
variety of  economic variables that can be used to derive PDs 
and LGDs. In our model, we can replicate a scenario by impos-
ing the dynamics of  the scenario on factors and on all other 
variables in the data set. The scenario usually consists of  ex-
plicit values of  the most common macro and financial variables 
over a given forecast horizon.

The macroeconomic scenario can be represented in Figure 
2 (pg. 21, see the vertical lines in the macro data set box). Each 
column in this matrix is a separate variable. The lines are dot-
ted over the known sample period and solid over the forecast 
horizon. 

To be able to estimate the effect of  the stressed macro vari-
ables on all other macro variables, we first need to obtain good 
estimates of  the factor forecasts in box (3) of  Figure 2. Once 
these forecasts have been estimated, we can use the back trans-
formation, arrow (2) or equation 4, to re-construct the forecasts 
of  the remaining macro variables. This final step will fill in the 
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separate matrices: 
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where N is the number of observations and K is the number of variables in the 
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Since the general idea with using principal component factors is to reduce the number 
of variables that needs to be included in the analysis, we only use the first r < K
factors. This limited number of factors summarizes the information contained in the 
underlying macroeconomic variables efficiently.5

4 Ut  and At are (N   N) and (K  K) orthonormal matrices, Ut
TUt=IN, At

TAt=IK , Lt is a (NK)
diagonal matrix with nonnegative elements in decreasing order.  


5 The methodology developed by Bai and Ng (2002) has been adopted to determine the optimal number 
of factors to use, in our case five, which explains a major proportion of the variance in .  tX
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When neglecting the remaining columns of  a small error is normally made when 
transforming the factors back to the macro data set. The re-constructed matrix  can 
thus be expressed as a linear combination of the factors plus an error: 

tF
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where tF~  and tA~  contain the first five columns of  and  respectively, and tF tA t̂
contains the estimated error made by not using all factors. This relationship is used to 
retrieve forecasts for the data matrix  from the factor forecasts over a given 
horizon.

tX

The factors can be compared to indices, i.e. they can be viewed as weighted averages 
constructed using a number of different variables. For our UK macroeconomic model, 
four out of the five estimated factors have direct interpretations which allow us to gain 
valuable insights into the final results. The first factor is highly correlated with GDP 
growth and related variables and can be thought of as a proxy for economic activity. 
Similarly, the second factor is related to asset prices, the third to real interest rates and 
the fourth to productivity and employment costs. 

II.3. Replicating economic scenarios 

The framework above can be used to obtain estimates of the risk drivers even if they 
are not included in the set of scenario variables provided, both under a base case and 
under a stress scenario. Good replication of a scenario is important for the overall 
performance of the stress testing procedure, since the purpose is to analyse how all 
other macro and financial variables, the potential risk drivers, are affected by the 
given stress scenario and, at a later stage, analyse how this in turn affects the 
estimates of the PDs and LGDs.  

As mentioned in the introduction, an important advantage of our framework is that it 
can be used to forecast a wide variety of economic variables that can be used to derive 
PDs and LGDs. In our model, we can replicate a scenario by imposing the dynamics 
of the scenario on factors and on all other variables in the data set. The scenario 
usually consists of explicit values of the most common macro and financial variables 
over a given forecast horizon. 

The macroeconomic scenario can be represented in Figure 2 above by the vertical 
lines in the macro data set box. Each column in this matrix is a separate variable. The 
lines are dotted over the known sample period and solid over the forecast horizon. To 
be able to estimate the effect of the stressed macro variables on all other macro 
variables, we first need to obtain good estimates of the factor forecasts in box (3). 
Once these forecasts have been estimated we can use the back transformation, arrow 
(2) or equation 4, to re-construct the forecasts of the remaining macro variables. This 
final step will fill in the forecast horizon of all macro variables, not only for the 
variables that were included in the scenario, and will thus allow us to use any macro 
variable we desire in later steps of our stress testing process.
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forecast horizon of  all macro variables (not just for the variables 
that were included in the scenario), and will thus allow us to use 
any macro variable we desire in later steps of  our stress testing 
process. 

Because the replication of  the scenario is subject to an ap-
proximation error, it is important that this process not only can 
replicate the given scenario variables but also gives rise to realis-
tic forecasts of  the other variables — especially the possible risk 
drivers. Below, we describe two alternative methods that can be 
used to replicate scenarios, and the conditions under which one 
is preferable to the other. 

The first method calls for the inclusion of  the variables in the 
stress scenario as exogenous variables in a VAR model (with 
factors as endogenous variables), specifying a so called VARX 
model. This can be depicted as follows:

where (L) represents a lag polynomial vector of  finite or-
der d, (L) is a lag polynomial of  finite order s, t is an error 
term and the matrix Ht contains the variables whose fore-
casts are given in the scenario — such as, for example, GDP 
growth and CPI inflation. The model should be specified to 
produce the best possible forecast performance and/or the 
best fit. Since the stressed variables have known paths over 
the forecast horizon, the factor forecasts (box (3) in Figure 2) 
can easily be estimated.6 

The second method, an alternative to the VARX model, 
is to model the factors individually, which corresponds to set-
ting the lag polynomial (L) equal to zero in equation (5).

In some cases, the second method is better at replicating 
the scenario than the VARX, possibly because it is more par-
simonious. Including lagged dependent variables, as in the 
VARX model, might put a lot of  weight on the history of  the 
factors and could thus be worse at capturing the given stress 
dynamics. Individual factor models will also guarantee that 
any given shock to a macro variable will feed into the factor 
forecasts directly. 

However, this second method might miss key interactions 
between the factors. The VARX also performs better at fore-
casting factors with low correlation to the set of  scenario 
variables given, and when the set of  scenario variables avail-
able is very limited. 

One final point to remember is that a successful scenario 
replication requires an economic scenario derived using an 

analytical approach, so that the included variables are eco-
nomically consistent with each other. This is especially im-
portant for stressed scenarios where variables might exhibit 
unexpected relationships between each other. Any ad hoc 
choices can severely affect any step of  the stress testing pro-
cess, introducing spurious results and unrealistic effects on 
macro and financial variables, and in turn on the forecasts 
for PDs and LGDs.

Section III: Scenario-driven PDs and LGDs
Once a scenario has been replicated, forecasts of  the associ-
ated risk drivers can be obtained. These estimates are then 
used when modeling and deriving forecasts of  the PDs and 
LGDs, which will then drive the capital and EL estimation.7 
Our framework has two distinct advantages: (1) it produces 
estimates of  the risk drivers by linking them to the macroeco-
nomic environment; and (2) it takes into account the hetero-
geneity across business sectors.

Regarding the first aspect, our approach is original because 
it models the relationship between systematic factors, such as 
GDP growth and interest rates, and PDs and LGDs, while 
incorporating as much information as possible from the eco-
nomic environment. Several papers estimate links between 
PDs and economic variables; however, our framework can 
use both macro variables and factors as explanatory variables 
for the PDs and LGDs.

As for the second aspect, our approach can differentiate 
between sectors in order to identify the specific vulnerabili-
ties of  a particular scenario. Different sectors are sensitive to 
sector-specific drivers and respond differently to the system-
atic risk. Therefore, we model each sector PD separately and 
use variables related to that particular sector — e.g., house 
prices for real estate — in order to capture the sector-specific 
dynamics.8

Section IV: Estimation of  Stressed Expected Loss 
and Capital, and Risk Mitigating Actions

After obtaining forecasts of  PDs and LGDs, we can revert 
to our original question of  assessing the impact of  the stress 
on losses and capital requirements. The results of  the stress 
test, usually compared to the results under the base case, will 
normally show an increase in EL and capital requirements. 
Figure 3 (next page) presents some stress test results in which 
the blue lines show the response to the base case and the red 
lines to the stress. 

Figure 3: An Example of Stress Test Results

The analysis is then followed by a comprehensive discussion 
that challenges both assumptions and results by stakeholders in 
different areas of  the bank: e.g., risk and finance. The results 
emerging from this debate can then be used to inform risk- mit-
igating actions. 

In particular, our framework allows for the evaluation of  
corporate sector contributions to capital requirements and ex-
pected losses. If  a sector under a certain stress, for example, 
drives a rise in capital requirements and/or impairments above 
the levels compatible with the bank’s risk appetite, actions can 
be taken to limit the bank’s exposure to that sector. 

In this process, the involvement of  senior management and 
the board of  directors ensures that any decision taken is aligned 
with the bank’s risk appetite and is effectively incorporated into 
the wider portfolio and risk strategy.

Section V: Conclusions
The approach presented in this article shows how to establish 
a clear link between a broadly defined scenario, often defined 
only for a few macro variables, and a fully defined macroeco-
nomic scenario. It also demonstrates how to assess the credit 
capital requirements for corporate portfolios via stressed PDs 
and LGDs. 

The merits of  our framework are multiple. First, by estimat-
ing values for virtually any variable that can be considered to 
be a risk driver for each corporate sector, it raises the accuracy 
of  PD and LGD forecasts. Second, by efficiently considering 
the information contained in a large set of  macroeconomic 
variables in a sound econometric model, it produces transpar-
ent results, which form the basis of  discussion for proactive risk 
management. Third, it can derive estimates of  PD and LGD 
determinants consistent with scenario variables produced by a 
bank’s top management and regulators. 

The approach is practical and transparent, and can be used 
as a key input to assess the bank’s capital position at times of  
stress, with respect to its own risk appetite as well as regulatory 
requirements. Whenever mitigating actions need to be consid-
ered, the framework allows one to identify the specific portfo-
lios toward which these actions should be targeted. 

Of  course, the output of  the analytical framework should 
not be used in a mechanistic way. Rather, it has to be subject to 
a critical review based on sound judgment. The combination 
of  robust modeling and sound management is, we believe, the 
basis for good risk management.

FOOTNOTES
1. See Jolliffe (2004) for details.
2. See Sims (1972) and Sims (1980).
3. For more technical information, please see Hamilton (1994), Lüt-
kepohl (2005), Sims (1972, 1980), Stock and Watson (2002), and Ber-
nanke, Boivin and Eliasz (2005).
4. Ut  and  At are (N x N) and (K x K) orthonormal matrices; Ut Ut=IN, 
At At=IK, Lt is a (N x K) diagonal matrix with nonnegative elements in 
decreasing order. 
5. The methodology developed by Bai and Ng (2002) has been ad-
opted to determine the optimal number of  factors to use (in our case, 
five), which explains a major proportion of  the variance in Xt.
6. A method to replicate scenarios exactly has been developed. How-
ever, when applying it, forecasts of  many of  the non-scenario vari-
ables are unrealistic and meaningless. There is an apparent trade-off  
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Because the replication of the scenario is subject to an approximation error, it is 
important that this process not only can replicate the given scenario variables, but also 
gives rise to realistic forecasts of the other variables, especially the possible risk 
drivers.6 Below we describe two alternative methods that can be used to replicate 
scenarios, and the conditions under which one is preferable to the other.

The first method is to include the variables in the stress scenario as exogenous 
variables in a VAR model with factors as endogenous variables, specifying a so called 
VARX model: 

(5) tttt HLFLF   )()( 1 , 

where  represents a lag polynomial vector of finite order d,  is a lag 
polynomial of finite order s, ηt is an error term, and the matrix  contains the 
variables whose forecasts are given in the scenario such as, for example, GDP growth 
and CPI inflation. The model should be specified to produce the best possible forecast 
performance and/or the best goodness of fit. Since the stressed variables have known 
paths over the forecast horizon the factor forecasts, box (3) in the figure, can easily be 
estimated.

)(L )(L

tH

7

The second method, an alternative to the VARX model, is to model the factors 
individually, which corresponds to setting the lag polynomial )(L  equal to zero in 
equation (5).

In some cases, the second method is better at replicating the scenario than the VARX, 
possibly because it is more parsimonious. Including lagged dependent variables, as in 
the VARX model, might put a lot of weight on the history of the factors and could 
thus be worse at capturing the given stress dynamics. Individual factor models will 
also guarantee that any given shock to a macro variable directly will feed into the 
factor forecasts. However, this second method might miss key interactions between 
the factors. The VARX also performs better at forecasting factors with low correlation 
to the set of scenario variables given, and when the set of scenario variables available 
is very limited.  

Finally, a successful scenario replication requires an economic scenario derived using 
an analytical approach, so that the included variables are economically consistent with 
each other. This is especially important for stressed scenarios where variables might 
exhibit unexpected relationships between each other. Any ad hoc choices can severely 
affect any step of the stress testing process, introducing spurious results and 
unrealistic effects on macro and financial variables, and in turn on the forecasts for 
PDs and LGDs. 

Section III. Scenario-driven PDs and LGDs 

                                                
7 A method to replicate scenarios exactly has been developed. However, when applying it, forecasts of 
many of the non-scenario variables are unrealistic and meaningless. There is an apparent trade-off 
between realistic results and the degree of accuracy of the scenario replication.  
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(5)
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between realistic results and the degree of  accuracy of  the scenario 
replication. 
7. Here we focus on modeling probabilities of  default. However, a 
way forward would be to apply a similar methodology to LGDs. 
8. A common problem is that internal time series of  PDs normally 
are too short, which means, in most cases, that the sample period 
does not cover a full credit or business cycle. This is the case for us, 
which is why we use MKMV Expected Default Frequencies (EDF) 
as a proxy for the PDs.
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